
Renormalised singular stochastic PDEs
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Abstract. Extended decorations on naturally decorated trees were introduced in the work of
Bruned, Hairer and Zambotti on algebraic renormalization of regularity structures to provide
a convenient framework for the renormalization of systems of singular stochastic PDEs within
that setting. This non-dynamical feature of the trees complicated the analysis of the dynamical
counterpart of the renormalization process. We provide a new proof of the renormalised system
by-passing the use of extended decorations and working for a large class of renormalization
maps, with the BPHZ renormalization as a special case. The proof reveals important algebraic
properties connected to preparation maps.

1 – Introduction

We consider systems of parabolic equations involving possibly different second order elliptic
linear differential operators with constant coefficients L1, . . . , Lk0

pBt ´ Liqui “ Fipu,∇uqξ, pi “ 1 . . . k0q, (1.1)
with u :“ pu1, . . . , uk0q and each ui taking values in a finite dimensional space Rdi , with
Fipu,∇uq P LpRn0 ,Rdiq, for each u, and ξ “ pξ1, . . . , ξn0q an n0-dimensional spacetime ‘noise’.
The unknown is defined on positive times, with a given time 0 initial value. Some of the
components of ξ may be regular, or even constant, functions like in the generalized (KPZ)
equation

pBt ´ B
2
xqu “ fpuqξ1 ` gpuq|Bxu|

2,

where u is a real-valued function, ξ “ pξ1, ξ2q, with ξ1 a one-dimensional spacetime white
noise and ξ2 “ 1. The foundations of regularity structures theory are contained in M.
Hairer’s groundbreaking work [26] and his subsequent works [10, 16, 5] with Bruned, Chandra,
Chevyrev and Zambotti. We refer the reader to Friz and Hairer’s book [22] for a gentle
introduction to the subject, to Bruned, Hairer and Zambotti’s short review [11], and to
Bailleul and Hoshino’s work [9] for a complete concise account of the analytic and algebraic
sides of the subject. Possible solutions to a given equation/system are defined by their local
behaviour

up¨q »
ÿ

τ

uτ pxqpΠxτqp¨q,

in terms of reference functions/distributions pΠxτqp¨q, indexed by all state space points x
and a finite collection of symbols tτu. The reconstruction theorem ensures that one defines
indeed in this way a unique function/distribution when the coefficient

 

uτ pxq
(

form a consis-
tent family, encoded in the notion of modelled distribution. The minimum set of symbols tτu
needed to give local expansions of possible solutions to singular PDEs have a natural com-
binatorial structure that comes with the naive Picard formulation of the equation and the
very fact that they are used to build local expansion devices. Regularity structures are the
appropriate abstraction of these combinatorial structures and models on regularity structures
the appropriate analogue of local expansion devices.

Under proper subcriticality conditions on a given system of singular stochastic PDEs, one
can build a regularity structure T for it, and given a model M “ pg,Πq on T , one can
recast the system (1.1) as a fixed point problem for a modelled distribution u P DγpT, gq, of
regularity γ, for a model-dependent equation in the space DγpT, gq, for a well-chosen positive
regularity exponent γ. Such functions take values in a finite dimensional linear subspace Tăγ
of the linear space T . Obtaining a fixed point usually requires adjusting a parameter to get
a contractive map on a proper functional space. This typically gives well-posedness results
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in small time or small parameter. A proper distribution/function on the state space where
u is defined is obtained by applying to u the reconstruction operator RM associated with the
model M. While the modelled distribution u solves a dynamical equation, counterpart of
system (1.1), the possibility to give a dynamical description of its reconstruction RMu, and
to relate it to the formal equation (1.1), depends on the model. Denote by ζ “ pζ1, . . . , ζn0q

the symbol in T used to represent the noise ξ.
The use of admissible models ensures that

ui “ Ki ˚ RM
`

Fipuq ζ
˘

`Ki

`

uip0q
˘

, pi “ 1 . . . kq, (1.2)
where Ki is the heat kernel of the operator Li, the value at time 0 of ui is uip0q, and the
symbol ˚ stands for spacetime convolution. The functions Fi are the natural extensions of
the functions Fi to the space of modelled distributions. If the noise ξ is smooth and one
uses the canonical admissible model Θ sending the noise symbol ζ to ξ, its reconstruction
operator happens to be multiplicative and system (1.2) turns out to be equivalent to system
(1.1). The canonical admissible model is no longer well-defined if the noise is not sufficiently
regular, which is the case of interest. In that case, one can only build random models, using
probability tools, when the noise itself is random and satisfies some mild conditions detailed
in Chandra and Hairer’s work [16]. These admissible models M are limits in probability of
admissible models Mε “ pgε,Πεq for which

Πε “ Θε ˝Rε,

where Θε is the naive interpretation operator on symbols mapping the noise symbol ζ to a
regularized version ξε of ξ that respects the parabolic scaling of the equation, and Rε is a
deterministic linear map on the finite dimensional linear space Tăγ , diverging as the regu-
larization parameter ε goes to 0. It is then no longer clear at all that the Mε-reconstruction
uε of the solution uε to the above mentioned fixed point problem in DγpT, gεq is the solution
of a PDE involving the regularized noise ξε. As the model RMε takes values in the space of
continuous functions, its reconstruction operator RMε satisfies

`

RMε
v
˘

pxq “
`

Πε
xvpxq

˘

pxq,

for all modelled distributions v of positive regularity. The possibility to turn the non-
autonomous dynamics (1.2) for uε and uε into an autonomous dynamics for uε depends
then on our ability to compute effectively the recentered renormalized interpretation opera-
tor Πε

x associated with pgε,Πεq. This is a non-elementary matter. Hairer used in his seminal
work [26] the fact that one has for the Φ4

3 and 2-dimensional generalized (PAM) equations
`

Πε
xτ
˘

pxq “
`

Θε
xpR

ετq
˘

pxq, @ τ P T, @x, (1.3)
for the natural choice of decorated trees τ associated with these equations, to deal by hand
with these equations. Such a property of sets of natural trees associated with singular PDEs
was later proved to hold as well for the sin-Gordon equation [17], the generalized (KPZ)
equations and the Φ4

4´δ equation [8, 5], and the 2-dimensional Yang-Mills equation [15]. The
stronger property

Πε
xτ “ Θε

xpR
ετq, @ τ P T, @x, (1.4)

holds for the list of trees that comes from the Picard development of solutions of the (KPZ)
and generalized (PAM) equations. However, not all subcritical singular PDEs satisfy either of
these properties. The introduction in Bruned, Hairer and Zambotti’s work [10] of extended
decorations on the set of decorated trees was motivated by the desire to set a framework
where this identity holds true for a whole class of equations.

Bruned, Chandra, Chevyrev and Hairer showed in [5] that one can run within this frame-
work a clean analysis of the dynamics of uε, and that uε “

`

uε1, . . . , u
ε
k

˘

is solution of the
system
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pBt ´ Liqu
ε
i “ Fipu

ε,∇uεqξε `
ÿ

τPB´zt1u
`εpτq

Fipτqpu
ε,∇uεq

Spτq
, pi “ 1 . . . k0q, (1.5)

with additional explicit counterterms Fipuε,∇uεq depending on uε and its derivative, possi-
bly, and where `εpτq are renormalization constants indexed by a finite set of decorated trees
B´ containing an element 1, diverging as ε goes to 0, and Spτq is a symmetry factor. The
terms Fipτqp¨q{Spτq are the counterparts of the coefficients used to describe B-series in nu-
merical analysis. (Decorated trees and the same type of coefficients have been used recently
to describe a numerical scheme at low regularity for dispersive equations in [13].) This com-
parison makes less surprising the crucial role plaid by pre-Lie structures in the analysis of
singular PDEs and the fact that the preceding terms satisfy some crucial morphism property
for a (multi-)pre-Lie structure that was first introduced by Bruned, Chandra, Chevyrev and
Hairer in [5]. (That such structures have a role to play in these questions was first noticed in
a rough paths setting in Bruned, Chevyrev, Friz and Preiss’ works [6, 7].) Equation (1.5) is
called the renormalized equation. At the algebraic level, identity (1.4) reflects a co-interaction
between two Hopf algebras, whose use in [5] for deriving the renormalized equation for a large
class of singular PDEs was instrumental – see e.g. Section 5 of [9] for the core points of this
co-interaction.

We show in this work that none of the idendities (1.3) and (1.4) is actually needed to get
back the renormalized equation and that one can run the analysis in the natural space of
trees with no extended decorations.

A systematic renormalization procedure was designed by Bruned, Hairer and Zambotti in
[10] and proved to provide converging renormalized models by Chandra and Hairer in [16].
It is named ‘BPHZ renormalization’, after similar renormalization procedures introduced by
Bogoliubov and Parasiuk for the needs of quantum field theory in the mid 50’s, improved
among others by Hepp and Zimmermann. Its regularity structures counterpart is subtle
as renormalization needs to cope well with the recentering properties of the model. This
compatibility between recentering and renormalization structures is encoded at an algebraic
level in the above mentioned co-interaction of two Hopf algebras. (Such a co-interaction has
been observed by Chartier, E. Hairer, Vilmart and Calaque, Ebrahimi-Fard, Manchon’s works
[19, 14] in the simpler context of the Butcher-Connes-Kreimer and the extraction-contraction
Hopf algebras.) We consider here a larger class of renormalization procedures introduced in
[3], containing the BPHZ renormalization as an element. They are built from special linear
maps R : T Ñ T , to which one can associate a family of multiplicative operators ΠM˝

x from
T to the space of smooth functions, and a smooth admissible model M “ pg,Πq on T such
that its associated reconstruction operator RM on modelled distributions of positive regularity
factorizes through a multiplicative map

`

RMv
˘

pxq “
´

ΠM˝

vpxq
¯

pxq.

This brings back the core problem to understanding the action of R on the lift to the regularity
structure of the equation. The key point is then a right morphism property of R for an R-
independent product ‹ introduced by Bruned and Manchon in [12] as the dual of the deformed
Butcher-Connes-Kreimer coproduct used in [10].

The remainder of this work is organised as follows. In Section 2, we recall basics on deco-
rated trees and deformed pre-Lie structures using mainly the formalism developed in Bruned
and Manchon’s work [12]. The main new result in this section is Proposition 2, which es-
tablishes a morphism property for F with respect to the ‹-product. We introduce good
multi-pre-Lie morphisms and (strong) preparation maps R in Section 3, and show in Propo-
sition 3 that adjoints R˚ of strong preparation maps are right-morphisms for the ‹-product.
Proposition 5 combines this result with Proposition 2 to provide a clear understanding of
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the action of R˚ on F . The main result of the section is Theorem 6. It states that strong
preparation maps M are good multi-pre-Lie morphisms. Corollary 7 states that the set of
good multi-pre-Lie morphisms is in bijection with the set of preparation maps in a rough
paths setting; a remarkable result. We prove the main result of the paper, Theorem 9, in
Section 4. It shows that the reconstruction of the solution to the singular PDE in the space
of modelled distributions associated with our class of renormalization maps is actually the
solution of an explicit PDE of the form

pBt ´ Liqui “ Fipu,∇uqξ `
ÿ

1ďlďn0

Fi
`

pR˚ ´ Idqζl
˘

pu,∇uqξl, p1 ď i ď k0q.

One gets back a system of the form (1.5) for maps R˚ fixing symbols ζl corresponding to
non-constant noises.

Notation – The letter ζ will be used exclusively for the noise symbol in a regularity structure.
The letters σ, τ, µ, ν will denote (decorated) trees.

2 – Decorated trees and pre-Lie products

Recall system (1.1) with its noises ξ1, . . . , ξn0 and its operators L1, . . . , Lk0 . Let
T´ “

`

t´1 , . . . , t
´
n0

˘

, and T` “
`

t`1 , . . . , t
`
k0

˘

be finite sets representing noise types and operator types, respectively. Denote by
T :“ T´ Y T`

the set of all types. We consider decorated trees pτ, n, eq where τ is a non-planar rooted tree
with node set Nτ and edge set Eτ . The maps n : Nτ Ñ Nd`1, and e “

`

tp¨q, pp¨q
˘

: Eτ Ñ

TˆNd`1, are node decorations and edge decorations, respectively. The Nd`1-part ppeq in the
edge decoration of an edge e encodes possible derivatives acting on the operator associated
with the given edge type tpeq. We will frequently abuse notations and simply denote by τ a
decorated tree, using a symbolic notation.

‚ An edge decorated by pt, pq P Tˆ Nd`1 is denoted by Ipt,pq. The symbol Ipt,pq is also
viewed as the operation that grafts a tree onto a new root via a new edge with edge
decoration pt, pq

‚ A factor Xk encodes a single node ‚k decorated by k P Nd`1. Denote by te1, . . . , ed`1u
form the canonical basis of Nd`1. For 1 ď i ď d ` 1, write Xi for Xei . The element
X0 is identified with 1.

We require that every decorated tree τ contains at most one edge decorated by pt, pq with
t P T´ and any p P Nd`1, at each node. This encodes the fact that no product of two noises
are involved in the analysis of the system (1.1). We suppose that these edges lead directly to
leaves; we denote them by ζl, for 1 ď l ď n0; by convention ζ0 is equal to 1. Any decorated
tree τ has a unique decomposition

τ “ Xkζl

n
ź

i“1

Iaipτiq,

where
ś

i is the tree product, the τi are decorated trees and the ai belong to T` ˆ Nd`1,
so no factor in the product is a noise symbol ζl1 . The algebraic symmetry factor Spτq of a
decorated tree τ “ Xkζl

śm
j“1 Iaj pτjqβj is defined grouping terms uniquely in such a way

that pai, τiq ‰ paj , τjq for i ‰ j, and setting inductively

Spτq “ k!

ˆ m
ź

j“1

Spτjq
βjβj !

˙

.
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A planted tree is a tree of the form Iapσq, for a decorated tree σ and a P T`ˆNd`1; we denote
by IpT q the set of planted trees. We define an inner product on the set of all decorated trees
setting for all σ, τ P T

xσ, τy :“ Spτq 1σ“τ .

We also set
xσ1 b σ2, τ1 b τ2y :“ xσ1, τ1y xσ2, τ2y.

The linear span of decorated trees will be denoted by T . Note here that such trees are
also useful to describe numerical schemes for dispersive equations with low regularity initial
condition [13].

We now associate numbers to decorated trees. Fix a scaling s P Nd`1 and a map
| ¨ |s : TÑ R,

which is negative on the noise types T´ and positive on the operator types T`. This map
accounts for the regularity of the noises and the gain of regularity of the heat kernels Ki,
encoded in Schauder-type estimates they satisfy. We extend the map | ¨ |s to TˆNd`1 setting

|p|s :“
d`1
ÿ

i“1

sipi, and |pt, pq|s :“ |t|s ` |p|s, for k P Nd`1.

The degree of a decorated rooted tree pτ, n, eq is defined by

degpτ, n, eq :“
ÿ

vPNT

ˇ

ˇnpvq
ˇ

ˇ

s
`

ÿ

ePET

ˇ

ˇtpeq
ˇ

ˇ

s
´
ˇ

ˇppeq
ˇ

ˇ

s
.

(‘Degree’ is called ‘homogeneity’ in Hairer’s work [26].) We use the degree to introduce the
space of ‘positive’ decorated trees T`. It is the linear span of trees of the form Xk

śn
i“1 Iaipτiq,

where degpIaipτiqq ą 0 and k P Nd`1. We also consider the linear space T´ spanned by the
decorated trees with negative degree, and denote by RrT´s the linear space spanned by forests
of trees in T´.

Given k P Nd`1 denote by Òkv the derivation on decorated trees that adds k to the decoration
at the node v. We introduce a family of pre-Lie products of grafting type setting for all
decorated trees σ, τ P T , and a P Lˆ Nd`1,

σ ña τ :“
ÿ

vPNτ

ÿ

mPNd`1

ˆ

nv
m

˙

σ ñv
a´m pÒ

´m
v τq,

where nv is the decoration at the node v, and ñv
a´m grafts σ onto τ at the node v with an

edge decorated by a ´ m. (For a “ pt, pq, one writes a ´ m for pt, p ´ mq.) This formula
requires that σ “ 1 is the only argument accepted on the left of the grafting operation
when a P T´ ˆ Nd`1, since edges of noise type have no other arguments. The above sum
is finite due to the binomial coefficient

`

nv
m

˘

, which is equal to zero if m is greater than nv,
by convention. The pre-Lie products ña are non-commutative; they were first introduced
in Bruned, Chandra, Chevyrev and Hairer’s work [5]. We recall one universal result that we
will use in the sequel; it was first established in Corollary 4.23 of [5]. It can be viewed as
an extension of the universal result of Chapoton-Livernet [18] on pre-Lie algebras. (Such a
result becomes immediate when one constructs ña as a deformation, as in Section 2.1 of [12].
See also Foissy’s work [21] for the case with no deformation.)

Proposition 1. The space T is freely generated by the elements
!

Xkζl; 1 ď l ď n0, k P Nd`1
)

and the operations
 

ña ; 1 ď a ď k0
(

.

We define a product
ñ : IpT q ˆ T Ñ T
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setting for all a P Tˆ Nd`1, σ, τ P T , with the appropriate restriction on σ if a P T´ ˆ Nd`1,
Iapσq ñ τ :“ σ ña τ, (2.1)

We extend this product to a product of planted trees,
śn
i“1 Iaipσiq ñ τ , by grafting each

tree σi on τ along the grafting operator ñai , independently of the others – we allow here
one of the ai to be an element of T´ ˆ Nd`1, so the product contains in that case (only)
one noise.(The trees σi are only grafted on τ , not on one another.) Following Bruned and
Manchon’s construction in [12], for B Ă Nτ , consider the derivation map ÒkB defined as

ÒkB τ “
ÿ

ř

vPB kv“k

ź

vPB

Òkvv τ.

and set, as a shorthand notation for later use,
Òk τ :“ÒkNτ τ.

We define the product
‹ : T ˆ T Ñ T,

for all σ “ Xk
ś

i Iaipσiq P T and τ P T , by the formula

σ ‹ τ :“ÒkNτ

˜

ź

i

Iaipσiq ñ τ

¸

One has for instance

Xk ζl

n
ź

i“1

Iaipτiq “

˜

Xk
n
ź

i“1

Iaipτiq

¸

‹ ζl.

It has been proved in Section 3.3 of [12] that this product is associative; this can be obtained
by applying the Guin-Oudom procedure [23, 24] to a well-chosen pre-Lie product. When
σ P T` and τ, µ P T , one has from Theorem 4.2 in [12]

xσ ‹ τ, µy “ xτ b σ,∆µy (2.2)
where

∆ : T Ñ T b T`
is a co-action first introduced in Hairer’ seminal work [26] – see also [10] and [9], where it
plays a prominent role. So the restriction to T` ˆ T of the product ‹ is the x¨, ¨y-dual of the
splitting map ∆. (Note here that our product ‹ corresponds to the ‹2 product in [12].)

With a view on the system (1.1) of singular PDEs, assume we are given a family
pF lkq1ďkďk0,1ďlďn0

of functions of abstract variables Za indexed by a P L` ˆ Nd`1. These variables account for
the fact that the nonlinearities in (1.1) may depend on u and its derivatives – only u and ∇u
for (1.1), but we could also consider systems where the differential operators Li have order
higher than 2; in which case the nonlinearities could depend on u and all its k-th derivatives,
for k up to the order of Li minus 1. The different components of u are indexed by 1 ď i ď k0,
and its derivatives by Nd`1 – with d space dimensions and one time dimension. We define in
the usual way partial derivatives Da in the variable Za, and set for all k P Nd`1

Bk :“
ÿ

a

Za`kDa.

We define inductively a family F “ pFiq1ďiďk0 of functions of the variables Za, indexed by
T , setting for τ “ Xkζl

śn
j“1 Iaj pτjq, with aj “ ptlj , kjq, for all 1 ď i ď k0,

Fipζlq :“ F li , Fipτq :“ BkDa1 ...DanFipζlq
n
ź

j“1

Flj pτjq. (2.3)
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The next statement is a morphism property of F for the product ‹, as a function on T .

Proposition 2. For every 1 ď i ď k0, for every σ P T , and τ “ Xk
śn
j“1 Iaj pτjq P T with

aj “ ptlj , kjq, one has

Fi

ˆ

!

Xk
n
ź

j“1

Iaj pτjq
)

‹ σ

˙

“ BkDa1 ...DanFipσq
n
ź

j“1

Flj pτjq. (2.4)

Proof – We proceed by induction on σ. The case σ “ ζl is part of the definition (2.3). For
σ “ Xmζl, we have

Xk
n
ź

j“1

Iaj pτjq ‹ σ “ Xk`m´
ř

j `j
ÿ

`PpNd`1qn

ˆ

m

`

˙ n
ź

j“1

Iaj´`ipτjq.

Using the fact that
ÿ

`“p`1,...,`nqPpNd`1qn

ˆ

m

`

˙

Bm´`jDaj´`j “ DajB
m, (2.5)

one has

Ft

ˆ

Xk
n
ź

j“1

Iaj pτjq ‹ σ
˙

“

n
ź

j“1

Flj pτjq
ÿ

`PpNd`1qn

ˆ

m

`

˙

B
k`m´

ř

j `j
ź

j1

Daj1´`j1
Fipζlq

“

n
ź

j“1

Flj pτjq B
k
ź

j1

Daj1D
mFipζlq

“

n
ź

j“1

Flj pτjq B
k
ź

j1

Daj1FipX
mζlq

Then, we assume that σ “ Ib1pσ1q ñ σ2 “ Ib1pσ1q ‹ σ2 with b1 “ ptb, kbq. One has from
the associativity of ‹

τ ‹ σ “
`

τ ‹ Ib1pσ1q
˘

‹ σ2

“

$

&

%

ÿ

IĂt1,...,nu

ÿ

k1`k2“k

Xk1
ź

jPI

Iaj pτjqIb1

¨

˝Xk2
ź

j1Pt1,...,nuzI

Iaj1 pτj1q ‹ σ1

˛

‚

,

.

-

‹ σ2

We apply the induction hypothesis to get

Fipτ ‹ σq “
ÿ

IĂt1,...,nu

ÿ

k1`k2“k

n
ź

j“1

Flj pτjqB
k2

ź

jPt1,...,nuzI

DajFbpσ1q B
k1
ź

j1

Daj1Db1Fipσ2q

Using the fact that Bk and Dai satisfy the Leibniz rule one then gets

Fipτ ‹ σq “
n
ź

j“1

Flj pτjq B
k

n
ź

j1“1

Daj1Fbpσ1qDb1Fipσ2q

“

n
ź

j“1

Flj pτjq B
k

n
ź

j1“1

Daj1Fi

´

Ib1pσ1q ñ σ2

¯

“

n
ź

j“1

Flj pτjq B
k

n
ź

j1“1

Daj1Fipσq.

which allows us to conclude the proof. B

Identity (2.5) was first noticed in the proof of Proposition 30 in (the first version of) Bailleul
and Hoshino’s work [9]. It lead the authors to a simple proof of the fact that for a “ ptj , paq
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and all i
Fi
`

Iapσq ñ τ
˘

“ FjpσqDaFipτq;

a special case of (2.4). This is a huge simplification in comparison to the original proof given
in Bruned, Chandra, Chevyrev and Hairer’s work [5], where the authors had to go through
an extended space of rooted trees in Section 4 therein. Identity (2.4) was observed in the
simpler context of rough differential equation, in Lemma 3.4 of Bonnefoi, Chandra, Moinat
and Weber’s work [2]. The ‹ product happens to be the adjoint of the Butcher-Connes-
Kreimer coproduct in that setting.

3 – Preparation maps and multi-pre-Lie morphisms

3.1 Definition and properties

For τ P T denote by |τ | the number of noise symbols that appear in τ . Recall from [3] the
following definition.
Definition – A preparation map is a linear map R : T Ñ T such that

‚ for each τ P T there exist finitely many τi P T and constants λi such that
Rτ “ τ `

ÿ

i

λiτi, with degpτiq ě degpτq and |τi| ă |τ | (3.1)

‚ one has
pRb idq∆ “ ∆R. (3.2)

Preparation maps are the building bricks from which renormalization maps can be con-
structed. A typical example of preparation map keeps fixed any tree in IpT q and only acts
non-trivially on trees with multiple edges at the root. This accounts for the fact that such
trees represent products of analytical quantities, some of which needs to be renormalized to
be given sense. The ‘deformed product’ provided by Rpτq for such trees τ makes precisely
that. Preparation maps were named for that reason ‘local product renormalization maps’ in
Chandra, Moinat and Weber’s work [20] for establishing a priori bounds for the φ44´δ mod-
els in the full subcritical regime, as well as in Bruned’s work [4] on the renormalization of
branched rough paths.

A preparation map is in particular a perturbation of the identity by elements that are more
‘regular’ (degpτiq ě degpτq) and defined with strictly less noises (|τi| ă |τ |). Note that the
linear map R´ Id is nilpotent as a consequence of condition (3.1). Identity (3.2) encodes the
fact that the recentering operator and the preparation map commute. The next statement
is a direct consequence of the duality relation (2.2) between the product ‹ and the splitting
map ∆.

Proposition 3. Identity (3.2) is equivalent to having
R˚ pσ ‹ τq “ σ ‹ pR˚τq (3.3)

for all σ P T` and τ P T .

Proof – We use the duality relation (2.2) between ∆ and ‹ to write for µ, ν P T and σ P T`

xµb σ,∆Rνy “ xσ ‹ µ,Rνy “ xR˚ pσ ‹ µq , νy.

The result is thus a consequence of the identity
@

µb σ, pRb Idq∆ν
D

“ xR˚µb σ,∆νy “ xσ ‹ pR˚µq , νy.

B
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Definition – A strong preparation map is a preparation map satisfying identity (3.3) for all
σ P T and τ P T – and not only for σ P T`. One says that R˚ is a right derivation for the
product ‹.

Taking specific σ’s yields special identities. For σ “ Iapσ1q identity (3.3) reads
R˚

`

Iapσ1q ñ τ
˘

“ Iapσ1q ñ pR˚τq, (3.4)
that is

R˚
`

σ1 ña τ
˘

“ σ1 ña pR
˚τq (3.5)

Another interesting case is when σ is equal to the empty forest 1 – single node trees are
identified to the empty forest when using the operator ñ. In that case, one has for all
k P Nd`1

R˚pÒk τq “ Òk pR˚τq. (3.6)
Take care that Òk in the left hand side is ÒkNτ , while R˚τ “

ř

i τi and one has on the right hand
side Òk pR˚τq “

ř

i Ò
k
Nτi

pτiq. Note that the universal property of T stated in Proposition
1 implies that identities (3.5) and (3.6) characterize the map R˚ once its values on the
generators Xkζl are given.

Denote by B´ the canonical basis of T´ and recall from [10] or [9] that RrT´s is equipped
with an (Hopf) algebra structure. We follow [3] and define for any character ` of RrT´s and
all τ P T

R˚` pτq :“
ÿ

σPB´

`pσq

Spσq
pτ ‹ σq. (3.7)

(This definition corresponds to the dual of its usual definition – see Corollary 4.5 in [3].) The
BPHZ renormalization map from [10, 16] corresponds to a particular choice of character ` on
T´.

Proposition 4. The maps R˚` are strong preparation maps.

Proof – From definition (3.7), one has for any µ, τ P T

R˚` pµ ‹ τq “
ÿ

σPB´

`pσq

Spσq
pµ ‹ τq ‹ σ.

By using the associativity of ‹ one gets

R˚` pµ ‹ τq “
ÿ

σPB´

`pσq

Spσq
µ ‹ pτ ‹ σq “ µ ‹R˚` pτq.

The condition on the degree degp¨q in (3.1) comes from the fact that we are summing over
decorated trees with negative degree in the definition of R˚` . For | ¨ | which measures the
size of the trees, this is a consequence of the definition of the ‹ products, which breaks
any decorated tree into two parts of smaller size. B

It is not clear presently whether preparation maps are actually always strong. This holds
however in the special case of the Butcher-Connes-Kreimer Hopf algebra, involved in the
study of branched rough paths. Although elementary, the next statement will play a crucial
role in the proof of our main result, Theorem 9, in the next section.

Proposition 5. For every 1 ď i ď k0, for every τ “ Xkζl
śn
j“1 Iaj pτjq with aj “ ptlj , pjq P

T` ˆ Nd`1, one has

FipR
˚τq “ BkDa1 ...DanFipR

˚ζlq
n
ź

j“1

Flj pτjq
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Proof – Writing τ “
´

Xk
śn
j“1 Iaj pτjq

¯

‹ ζl, and using the right derivatin property (3.3),
one gets

R˚

˜˜

Xk
n
ź

j“1

Iaj pτjq

¸

‹ ζl

¸

“

˜

Xk
n
ź

j“1

Iaj pτjq

¸

‹ pR˚ζlq

so identity (2.4) in Proposition 2 yields

Fi

ˆ

Xk
n
ź

j“1

Iaj pτjq ‹ pR˚ζlq
˙

“ BkDa1 ...DanFipR
˚ζlq

n
ź

j“1

Flj pτjq.

B

Definition – A good multi-pre-Lie morphism on T is a map A : T Ñ T such that one has
for all σ, τ P T and k P Nd`1, and all a P L` ˆ Nd`1,

Apσ ña τq “ pAσq ña pAτq, and AÒk“ÒkA.

The fundamental role of (good) multi-pre-Lie morphisms in renormalization matters was
unveiled first in a rough paths setting in [7], and then in [5], in a regularity structures setting.
Let R stand for a preparation map. This is the key feature of renormalization maps that
allows to obtain the renormalized equation. We associate to a strong preparation map R a
linear map M˝ : T Ñ T , defined by the requirement that M˝1 “ 1, that M˝ is multiplicative,
by the data of the M˝ζl, for 1 ď l ď n0, and the induction relation

M˝
`

Ipt,kqτ
˘

“ Ipt,kq
`

M˝pRτq
˘

(3.8)

for all τ P T and pt, kq P L` ˆ Nd`1. Define, as in Section 3.1 of [3],
M :“M˝R. (3.9)

Theorem 6. The map M˚ is a good multi-pre-Lie morphism satisfying M˚pζlq “ R˚pζlq, for
all 1 ď l ď n0.

Proof – ‚ We start by showing that the map pM˝q˚ is also multiplicative. One has
@

pM˝q˚Iapσq, Iapτq
D

“
@

Iapσq,M˝Iapτq
D

“
@

Iapσq, IapMτq
D

“ xσ,Mτy “ xM˚σ, τy “
@

IapM˚σq, Iapτq
D

,

which implies pM˝q˚Iapσq “ IapM˚σq. Denote by ∆d the deconcatenation coproduct
∆dIapτq “ Iapτq b 1` 1b Iapτq, ∆dX

k “ Xk b 1` 1bXk,

extended multiplicatively not to the tree product but to the product between a decorated
tree and a decorated tree with no polynomial decorations at the root. It follows then
from the multiplicativity of M˝ and the identity M˝Iapσq “ IapMσq, that

@

pM˝q˚Iapσqµ, τ
D

“
@

Iapσqµ,M˝τ
D

“
@

Iapσq b µ,∆dM
˝τ
D

,

and
∆dM

˝ “ pM˝ bM˝q∆d.

Then, we get
@

Iapσq b µ,∆dM
˝τ
D

“
@

Iapσq b µ, pM˝ bM˝q∆dτ
D

“
@

pM˝q˚Iapσq b pM˝q˚µ,∆dτ
D

“
@

pM˝q˚IapσqpM˝q˚µ, τ
D

which concludes the proof of the multiplicativity.
‚ It will be useful for our purpose to decompose the grafting map ña into the sum of a
grafting map at the root and a grafting map outside the root

ña“ñroot
a ` ñnon-root

a ,
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with, for τ “ Xk
śn
j“1 Iaipτjq and ai P Tˆ Nd`1,

σ ñroot
a τ :“

ÿ

mPNd`1

ˆ

k

m

˙

Xk´m Ia´mpσq
n
ź

j“1

Iaj pτjq

and
σ ñnon-root

a τ :“ Xk
n
ÿ

i“1

Iaipσ ña τiq
ź

j‰i

Iaj pτjq.

We proceed by induction on the size of the trees appearing in the product. In the
induction hypothesis, we include the two following identities for σ, τ P T :

M˚ pσ ña τq “ pM
˚σq ña pM

˚τq (3.10)
and

pM˝q˚ pσ ña τq “ pM
˚σq ña

`

pM˝q˚τ
˘

. (3.11)
Let σ, τ P T , one has

M˚ pσ ña τq “ R˚pM˝q˚ pσ ña τq

“ R˚ pM˚σ ña pM
˝q˚τq

“ pM˚σ ña R
˚pM˝q˚τq “ pM˚σ ña M

˚τq

where we have applied the induction hypothesis given by (3.11) on pM˝q˚ and the righ-
morphism property of R˚. We consider τ “ Xkτ̄ where τ̄ “

śn
i“1 Iaipτiq. The multi-

plicativity property of pM˝q˚ and the fact that pM˝q˚Iapσq “ IapM˚σq yield

pM˝q˚
`

σ ñroot
a τ

˘

“ pM˝q˚
ÿ

`PNd`1

ˆ

k

`

˙

Xk´`Ia´`pσqτ̄

“
ÿ

`PNd`1

ˆ

k

`

˙

Xk´`Ia´`pM˚σqpM˝q˚τ̄

“M˚σ ñroot
a pM˝q˚τ

For the grafting outside the root, we use the induction hypothesis. One has:
pM˝q˚

`

σ ñnon´root
a τ

˘

“ pM˝q˚Iai pσ ña τiq
ź

j‰i

Iaj pτjq

“ Iai pM˚pσ ña τiqq
ź

j‰i

Iaj pM˚τjq

“ Iai pM˚σ ña M
˚τiq

ź

j‰i

Iaj pM˚τjq

“M˚σ ñnon´root
a pM˝q˚τ.

where we have used the induction hypothesis (3.10) on σ and τi. The proof that
M˚ Òk“Òk M˚, works the same by decomposing insertion of polynomial decorations
at the root and insertion outside the root. B

Recall the setting of branched rough paths involves the Butcher-Connes-Kreimer Hopf
algebra – basics on branched rough paths can be found in Gubinelli’s original article [25],
Hairer and Kelly’s work [27], or [1], for instance.

Corollary 7. In the Butcher-Connes-Kreimer setting, (good) multi-pre-Lie morphisms are
in bijection with preparation maps.

Proof – We already noticed that all preparation maps are strong in the Butcher-Conner-
Kreimer setting. There is no polynomial decorations in this setting, and (automatically
strong) preparation maps R define (good) multi-pre-Lie morphisms M , with the map
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R ÞÑ M being injective because M˝ is invertible. Only multi-pre-Lie morphisms make
sense in the Butcher-Conner-Kreimer setting. Given a multi-pre-Lie morphism M , we
essentially have no choice for R; it needs to satisfy

R˚pζlq :“M˚pζlq, R˚pσ ña τq “ σ ña pR
˚τq.

The right-morphism property of R˚ gives back the ‘right commutation’ relation (3.2)
with the coproduct. Property (3.1) of the map R just defined can then be read off on
the identity

@

σ ña τ , Rµ
D

“
@

R˚pσ ña τq , µ
D

“
ÿ

xR˚τ, µ1y xσ, µ2y,

using Sweedler’s notation ∆µ “
ř

µ1bµ2. The map M ÞÑ R injective, so the conclusion
follows. B

Remark 8. Keep working in the Butcher-Connes-Kreimer setting, assuming an (automati-
cally good) multi-pre-Lie morphism M is given. Note that if one defines M˝ by the induction
relations

pM˝q˚ζl “ ζl, pM˝q˚pσ ña τq “M˚σ ña pM
˝q˚τ,

then one has indeed M “ M˝R. One can check by induction that pM˝q˚ is multiplicative
as a consequence of the fact that pM˝q˚1 “ 1 and pM˝q˚Iapτq “ IapM˚τq. One uses the
induction hypothesis to see that

pM˝q˚pσ ñnon´root
a τq “M˚σ ñnon´root

a pM˝q˚τ,

which implies the multiplicativity given by
pM˝q˚pσ ñroot

a τq “M˚σ ñroot
a pM˝q˚τ.

So Corollary 7 entails that all multi-pre-Lie morphisms M – hence all renormalization maps,
are obtained in that setting from a preparation map R using the construction (3.8) and (3.9).
Such a statement is open for regularity structures.

3.2 Models associated to preparation maps

Let kernels pKiq1ďiď`0 with a polynomial singularity at 0, and smooth noises pξlq1ďlďn0

on the state space be given. Following [3], one can associate to a preparation map R an
admissible model M on T . It is defined from a side family

`

pΠM˝

x τqp¨q
˘

x,τ
of smooth functions

on the state space satisfying
`

ΠM˝

x 1
˘

pyq “ 1,
`

ΠM˝

x ζl
˘

pyq “ ξlpyq,
`

ΠM˝

x Xi

˘

pyq “ yi ´ xi,

the multiplicativity condition
`

ΠM˝

x pστq
˘

pyq “
`

ΠM˝

x σ
˘

pyq
`

ΠM˝

x τ
˘

pyq,

and the condition
´

ΠM˝

x Iapτq
¯

pyq “
´

DkKi ˚ΠM˝

x pRτq
¯

pyq ´
ÿ

|`|sďdegpIapτqq

py ´ xq`

`!

´

Dk``Ki ˚ΠM˝

x pRτq
¯

pxq,

(3.12)
for a “ pti, kq. Define for all x and τ a smooth function on the state space

`

ΠpRqx τ
˘

p¨q :“
´

ΠM˝

x pRτq
¯

p¨q.

Bruned gave in Proposition 3.16 of [3] an explicit contruction of an admissible model M “

pg,Πq on T , with values in the space of smooth functions, such that the operators Π
pRq
x are

indeed associated with M, in the sense that one has for all τ P T and x

ΠpRqx τ “ Πg
xτ.
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Since the model M takes values in the space of continuous functions, the reconstruction
operator RM associated with it is given by the explicit formula

`

RMv
˘

pxq “
`

Πg
xvpxq

˘

pxq

for any modelled distribution v with positive regularity, so
`

RMv
˘

pxq “
´

ΠM˝

x Rvpxq
¯

pxq.

Emphasize that M˝ depends on R, so the operators ΠM˝

x are different from the naive inter-
pretation operators one obtains when R “ Id. For preparation maps R for which

RpIaτq “ Iaτ (3.13)
for all τ P T and a P L` ˆ Nd`1, one has

Πg
xpIaτq “ ΠM˝

x pIaτq.
(Condition (3.13) is consistent with the idea that the preparation/‘local product’ map R
‘renormalizes’ only ill-defined products – no product is involved at the root of the tree Iaτ .)
The point here is that ΠM˝

x is multiplicative while Πg
x is not. Denote by TX Ă T the linear

space spanned by polynomial in T . Modelled distribution v with values in the subspace
IpT q ‘ TX of T satisfy in that case the identity

`

RMv
˘

pxq “
´

ΠM˝

x vpxq
¯

pxq. (3.14)

It follows further from relation (3.12) that the model M is admissible if condition (3.13) holds.

4 – A short proof for the renormalised equation

This section contains the statement and proof of our main result, Theorem 9, describing the
autonomous dynamics satisfied by RMu when M is the model constructed from a preparation
map R and u is the solution to the lift of system (1.1) to its associated regularity structure

ui “ KM
i

´

Qγ´2

`

Fipu, Duqζ
˘

¯

` Pγuip0q, p1 ď i ď k0q. (4.1)

The operator Pγ stands here for the projection on the subspace of elements of degree less
than γ of the natural lift in the polynomial regularity structure TX of the map x “ pt, x1q ÞÑ
`

Ptup0q
˘

px1q. (Recall x stands for a generic spacetime point.) The notation Qγ´2 stands here
for the natural projection from T to the linear subspace Tăγ´2 of elements of T of degree
less than γ ´ 2. The M-dependent map KM

i is the regularity structure lift of the operator
Ki “ pBt´Liq

´1; it sends continuously the space Dγ´2,ηpT, gq into Dγ,η1pT, gq. (The exponent
β in the spaces Dα,βpT, gq is related to the behaviour of the function near time 0`. We refer
the reader to [10, 5] or [9] for a full account.) From the definition of the operators KM

i , for a
solution u “ pu1, . . . , uk0q of system (4.1), each map ui takes values in Ipti,0qpT q ‘ TX . Write

ui “:
ÿ

ui,ττ,

for a sum over trees τ in the canonical basis of Ipti,0qpT q ‘ TX – monomials are seen as trees
with just one vertex here. We recall here from Section 4.2 of [26] the definition of the lift Fi
of the smooth enough function Fi. One has for any a “: a11` a1 P T , with xa1,1y “ 0,

Fipaq “
ÿ

k

DkF pa1q

k!
pa1qk. (4.2)

One of the main results of [5] states that for all τ P T in the canonical basis, with degree less
than γ ´ 2,
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ui,τ “
Fipτqpu, Duq

Spτq
. (4.3)

(Note that Fipτq “ 0 for all trees τ P T that are not generated by the rule associated with
the non-linearities Fi in (1.1).) Let ξ “ pξ1, . . . , ξn0q stand for a smooth function.

Theorem 9. Let R be a strong preparation map such that
Rτ “ τ, for τ P

`

IpT q ‘ TX
˘

.

Let M stand for its associated admissible model. Then u :“ RMu is a solution of the renor-
malized system

pBt ´ Liqui “ Fipu,∇uq ξ `
n0
ÿ

l“1

Fi

´

`

R˚ ´ Id
˘

ζl

¯

pu,∇uq ξl, p1 ď i ď k0q. (4.4)

Proof – As we are working with an admissible model we have

pBt ´ Liqui “ RM
´

Qγ´2

`

Fipu, Duqζ
˘

¯

“: RMpviq

with
vi “

ÿ

degpτqăγ´2

Fipτqpu, Duq

Spτq
τ,

for a sum over the canonical basis of T , from the coherence condition (4.3). The function
vi is a modelled distribution of regularity γ. One has by construction

`

RMvi
˘

pxq “
´

ΠM˝

x Rvipxq
¯

pxq, and xRvi, τy “ xvi , R
˚τy “ FipR

˚τq,

with
FipR

˚τq “ BkDa1 ¨ ¨ ¨DanFipR
˚ζlq

n
ź

j“1

Flj pτjq

when τ “ Xkζl
śn
j“1 Iaj pτjq and aj “ ptnj , kjq, from Proposition 2. One can thus rewrite

the equality
Rvi “

ÿ FipR
˚τq

Spτq
τ

under the form

Rvi “
ÿ

l,n

ÿ

a1,...,an

ÿ

k

k!
śn
i“1 Spτiq

S
`

Xkζl
śn
j“1 Iaj pτjq

˘

Xk

k!

n
ź

j“1

ÿ

τjPT

Flj pτjq

Spτjq
Iaj pτiq Bk

n
ź

i“1

DaiFipR
˚ζlqζl.

chopping τ “ Xkζl
śn
j“1 Iaj pτjq in different pieces. Using distinct aj ’s

Rvi “
ÿ

l,n

ÿ

a1,...,an

ÿ

k

Xk

k!

n
ź

j“1

¨

˝

ÿ

τjPT

1

βj !

Flj pτjq

Spτjq
Iaj pτjq

˛

‚

βj

Bk
n
ź

j1“1

pDaj1 q
βj1Flj 1pR

˚ζlqζl,

and the Faà di Bruno formula from Lemma A.1 in [5]

BkG

k!
“

ÿ

b1,...,bm

ÿ

k“
řm
j“1 βjkj

m
ź

j“1

1

βj !

ˆ

Zbi`ki
kj !

˙βj m
ź

j“1

pDbj q
βjG

for a function G of distinct variables Zb1 , . . . , Zbm , one obtains

Rvi “
ÿ

l,n

ÿ

a1,...,an

ÿ

β1,...,βn

n
ź

j“1

1

βi!

`

uai ´ xuaj ,1y
˘βj

n
ź

j1“1

pDaj1 q
βj1FipR

˚ζlqζl.

From the definition of Fi recalled in (4.2), this is equivalent to
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Rvi “
n0
ÿ

l“1

FipR
˚ζlqpu, Duqζl. (4.5)

Recall x stands for a generic spacetime point. Using the (crucial) multiplicativity of ΠM˝

x

and identity (3.14) giving back
`

RMu
˘

pxq in terms of ΠM˝

x , we see that
`

pBt ´ Liqui
˘

pxq “
`

RMvi
˘

pxq “ ΠM˝

x

`

Rvipxq
˘

pxq

“

n0
ÿ

l“1

ΠM˝

x

´

Fi
`

R˚ζlqpupxq, Dupxq
˘

ζl

¯

pxq

“

n0
ÿ

l“1

FipR
˚ζlq

´

`

ΠM˝

x upxq
˘

pxq,∇
`

ΠM˝

x upxq
˘

pxq
¯

ΠM˝

x ζl

“

n0
ÿ

l“1

FipR
˚ζlq

`

upxq,∇upxq
˘

ξl.

B

In the particular case where the preparation map R is of BPHZ form (3.7), a direct
computation shows that the renormalized system (4.4) takes the form (1.5) if we further
assume that R˚`εζl “ ζl for all l ‰ 0 – recall ζ0 “ 1, since one has from (3.7)

FipR
˚
`ε1´ 1q “

ÿ

τPB´zt1u
`εpτq

Fipτq

Spτq
.

This assumption accounts for the fact that we never need to substract a multiple of one of
the noises pζlq1ďlďn0 to any tree-indexed quantity in our renormalization algorithm. Note
that Chandra, Moinat and Weber used in [20] a similar strategy to get back the renormalized
equation in the particular case of the Φ4

4´δ equation.
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